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Общие требования к выполнению контрольной работы

Контрольное задание предлагается в пяти вариантах. 
Номер вашего варианта определяется по последней цифре в вашей зачетной книжке. 
1 вариант  - цифры 1, 2.
2 вариант – цифры 3, 4.
3 вариант – цифры 5, 6.
4 вариант – цифры 7, 8.
5 вариант – цифры 9, 0.


Контрольная работа должна быть выполнена в отдельной тетради. На обложке тетради необходимо указать: факультет, курс, номер группы, фамилию, имя и отчество, дату, номер контрольного задания и вариант.
Первую страницу необходимо оставить чистой для замечаний и рецензии преподавателя.
Контрольная работа должна быть написана четким подчерком, для замечаний преподавателя следует оставить поля.
Контрольная работа, выполненная не полностью или не отвечающая вышеприведенным требованиям, не проверяется и не засчитывается. 
Проверенная контрольная работа должна быть переработана студентом (та часть ее, где содержатся ошибки и неточности перевода) в соответствии с замечаниями и методическими указаниями преподавателя. В той же тетради следует выполнить «Работу над ошибками», представив ее на защите контрольной работы. 

I курс
1. Выполнение контрольной работы № 1.
2. Защита вышеупомянутой контрольной работы.







Вариант 1
I. Translate the 2nd paragraph from English into Russian using the dictionary 
1. The First Computing Machines “Computers” 
Computers have been around for quite a few years. Some of your parents were probably around in 1951 when the first computer was bought by a business firm. Computers have changed so rapidly that many people cannot keep up with the changes. One newspaper tried to describe what the auto industry would look like if it had developed at a similar pace to changes in computer technology: 
“Had the automobile developed at a pace equal to that of the computer during the past twenty years, today a Rolls Royce would cost less than $3.00, get 3 million miles to the gallon, deliver enough power to drive (the ship) the Queen Elizabeth II, and six of them would fit on the head of a pin!” These changes have occurred so rapidly that many people do not know how our modern computer got started. 
Since ancient times, people have had ways of dealing with data and numbers. Early people tied knots in rope and carved marks on clay tablets to keep track of livestock and trade. Some people consider the 5000-year-old ABACUS - a frame with beads strung on wires - to be the first true computing aid. As the trade and tax system grew in complexity, people saw that faster, more reliable and accurate tools were needed for doing math and keeping records. In the mid-600’s, Blaise Pascal and his father, who was a tax officer himself, were working on taxes for the French government in Paris. The two spent hours figuring and refiguring taxes that each citizen owed. Young Blaise decided in 1642 to build an adding and subtraction machine that could assist in such a tedious and time-consuming process. The machine Blaise made had a set of eight gears that worked together in much the same way as an odometer keeps track of a car’s mileage. His machine encountered many problems. For one thing, it was always breaking down. Second, the machine was slow and extremely costly. And third, people were afraid to use the machine, thinking it might replace their jobs. Pascal later became famous for math and philosophy, but he is still remembered for his role in computer technology. In his honor, there is a computer language named Pascal. The next big step for computers arrived in the 1830s, when Charles Babbage decided to build a machine to help him complete and print mathematical tables. Babbage was a mathematician who taught at Cambridge University in England. He began planning his calculating machine, calling it the Analytical Engine. The idea for this machine was amazingly like the computer we know today. It was to read a program from punched cards, figure and store the answers to different problems, and print the answer on paper. Babbage died before he could complete the machine. However, because of his remarkable ideas and work, Babbage is known as the Father of Computers. The next huge step for computers came when Herman Hollerith entered a contest or- ganised by the U.S. Census Bureau. The contest was to see who could build a machine that would count and record information the fastest. Hollerith, a young man working for the Bureau, built a machine called the Tabulating Machine that read and sorted data from punched cards. The holes punched in the cards matched each person’s answers to questions. For example, married, single, and divorced were answers on the cards. The Tabulator read the punched cards as they passed over tiny brushes. Each time a brush found a hole, it completed an electrical circuit. This caused special counting dials to increase the data for that answer. Thanks to Hollerith’s machine, instead of taking seven and a half years to count the census information it only took three years, even with 13 million more people since the last census. 
2. The First Electric Powered Computer 
What is considered to be the first computer was made in 1944 by Harvard Professor Howard Aiken. The Mark I computer was very much like the design of Charles Babbage’s Analytical Engine, having mainly mechanical parts but with some electronic parts. His machine was designed to be programmed to do many computing jobs. This all-purpose machine is what we now know as the PC or personal computer. The Mark I was the first computer financed by IBM and was about 50 feet long and 8 feet tall. It used mechanical switches to open and close its electric circuits. It contained over 500 miles of wire and 750,000 parts. The first all electronic computer was the ENIAC (Electronic Numerical Integrator and Computer). ENIAC was a general purpose digital computer built in 1946 by J. Presper Eckert and John Mauchly. The ENIAC contained over 18,000 vacuum tubes (used instead of the mechanical switches of the Mark I) and was 1000 times faster than the Mark I. In twenty seconds, ENIAC could do a math problem that would have taken 40 hours for one person to finish. The ENIAC was built at the time of World War II and as its first job had to calculate the feasibility of a design for the hydrogen bomb. The ENIAC was 100 feet long and 10 feet tall. A more modern type of computer began with John von Neumann’s development of software written in binary code. It was von Neumann who began the practice of storing data and instructions in binary code and initiated the use of memory to store data, as well as programs. A computer called the EDVAC (Electronic Discrete Variable Computer) was built using binary code in 1950. Before the EDVAC, computers like the ENIAC could do only one task; then they had to be rewired to perform a different task or program. The EDVAC’s concept of storing different programs on punched cards instead of rewiring computers led to the computers that we know today. While the modern computer is far better and faster than the EDVAC of its time, computers of today would not have been possible without the knowledge and work of many great inventors and pioneers. 
3. A short tour of Linux history 
The Linux® kernel is the core of a large and complex operating system, and while it is huge, it is well organized in terms of subsystems and layers. In this article, you can explore the general structure of the Linux kernel and get to know its major subsystems and core interfaces. Where possible, you get links to other IBM articles to help you dig deeper. Given that the goal of this article is to introduce you to the Linux kernel and explore its architecture and major components, let’s start with a short tour of Linux kernel history, then look at the Linux kernel architecture from 30,000 feet, and, finally, examine its major subsystems. The Linux kernel is over six million lines of code, so this introduction is not exhaustive. Use the pointers to more content to dig in further. While Linux is arguably the most popular open source operating system, its history is actually quite short considering the timeline of operating systems. In the early days of computing, programmers developed on the bare hardware in the hardware’s language. The lack of an operating system meant that only one application (and one user) could use the large and expensive device at a time. Early operating systems were developed in the 1950s to provide a simpler development experience. Examples include the General Motors Operating System (GMOS) developed for the IBM 701 and the FORTRAN Monitor System (FMS) developed by North American Aviation for the IBM 709. 
In the 1960s, the Massachusetts Institute of Technology (MIT) and a host of companies developed an experimental operating system called Multics (or Multiplexed Information and Computing Service) for the GE-645. One of the developers of this operating system, AT&T, dropped out of Multics and developed their own operating system in 1970 called Unics. Along with this operating system was the C language, for which C was developed and then rewritten to make operating system development portable. Twenty years later, Andrew Tanenbaum created a microkernel version of UNIX®, called MINIX (for minimal UNIX), that ran on small personal computers. This open source operating system inspired Linus Torvalds’ initial development of Linux in the early 1990s Linux quickly evolved from a single-person project to a world-wide development project involving thousands of developers. One of the most important decisions for Linux was its adoption of the GNU General Public License (GPL). Under the GPL, the Linux kernel was protected from commercial exploitation, and it also benefited from the user-space development of the GNU project (of Richard Stallman, whose source dwarfs that of the Linux kernel). This allowed useful applications such as the GNU Compiler Collection (GCC) and various shell support. 
4. Computer simulation 
A computer simulation (also referred to as a computer model or a computational model) is a computer program, or network of computers, that attempts to simulate an abstract model of a particular system. Computer simulations have become a useful part of the mathematical modelling of many natural systems in physics (computational physics), chemistry and biology; human systems in economics, psychology, and social science, and in the process of engineering new technology, so as to gain insight into the operation of those systems or to observe their behaviour. Computer simulations vary from computer programs that run a few minutes, to network- -based groups of computers running for hours or ongoing simulations that run for days. The scale of events being simulated by computer simulations has far exceeded anything possible (or perhaps even imaginable) using the traditional paper-and-pencil mathematical modelling: over 10 years ago. A desert-battle simulation, of one force invading another, involved the modelling of 66,239 tanks, trucks and other vehicles on simulated terrain around Kuwait, using multiple supercomputers in the DoD High Performance Computer Modernization Program. Another simulation ran a 1-billion- -atom model, where previously, a 2.64-million-atom model of a ribosome, in 2005, had been considered a massive computer simulation. And the Blue Brain project at EPFL (Switzerland) began in May 2005 to create the first computer simulation of the entire human brain, right down to the molecular level. Traditionally, the formal modelling, or modelling, of systems has been via a mathematical model, which attempts to find analytical solutions to problems, which enables the prediction of the behaviour of the system from a set of parameters and initial conditions. While computer simulations might use some algorithms from purely mathematical models, computers can combine simulations with the reality of actual events, such as generating input responses to simulate test subjects who are no longer present. Although the missing test subjects (i.e. the users of equipment or systems) are being modelled/simulated, the whole process can be conducted with the actual equipment or system they use, revealing performance limits or defects in long-term use by the simulated users. Note that the term computer simulation is broader than computer modelling, which implies that all aspects are being modelled in the computer representation. However, computer simulation also includes generating inputs from simulated users to run actual computer software or equipment, with only part of the system being modelled: an example would be flight simulators which can run machines as well as actual flight software. Computer simulations are used in many fields, including science, technology, enter- tainment, and business planning and scheduling. 
5. Types of computer simulation 
Computer models can be classified according to several criteria including: 
· stochastic or deterministic (and as a special case of deterministic, chaotic) 
· steady-state or dynamic 
· continuous or discrete (and as an important special case of discrete, discrete event or DE models) local or distributed.
For example, steady-state models use equations defining the relationships between elements of the modelled system and attempt to find a state in which the system is in equilibrium. Such models are often used in simulating physical systems as a simpler modelling case before dynamic simulation is attempted. Dynamic simulations model changes in a system in response to (usually changing) input signals. Stochastic models use random number generators to model chance or random events; they are also called Monte Carlo simulations. A discrete event simulation (DES) manages events in time. Most computer, logic-test and fault-tree simulations are of this type. In this type of simulation, the simulator maintains a queue of events sorted by the simulated time in which they should occur. The simulator reads the queue and triggers new events as each event is processed. It is not important to execute the simulation in real time. It’s often more important to be able to access the data produced by the simulation, to discover logic defects in the design or the sequence of events. A continuous dy- namic simulation performs numerical solutions of differential-algebraic equations or differential equations (either partial or ordinary). Periodically, the simulation program solves all the equations, and uses the numbers to change the state and output of the simulation. Applications include flight simulators, simulation games, chemical process modelling, and simulations of electrical circuits. Originally, these kinds of simulations were actually implemented on analogue computers, where the differential equations could be represented directly by various electrical components such as op-amps. By the late 1980s, however, most “analogue” simulations were run on conventional digital computers that emulate the behaviour of an analogue computer. A special type of discrete simulation which does not rely on a model with an underlying equation, but can nonetheless be represented formally, is agent-based simulation. In agent-based simulation, the individual entities (such as molecules, cells, trees or consumers) in the model are represented directly (rather than by their density or concentration) and possess an internal state and set of behaviours or rules which determine how the agent’s state is updated from one time-step to the next. Distributed models run on a network of interconnected computers, possibly through the Internet. Simulations dispersed across multiple host computers like this are often referred to as “distributed simulations”. There are several standards for distributed simulation, including Aggregate Level Simulation Protocol (ALSP), Distributed Interactive Simulation (DIS), the High Level Architecture (HLA) and the Test and Training Enabling Architecture (TENA). 
 II. Make the summary of the text. Use the following phrases:
	The text 


	· is about…
· deals with…
· presents…
· describes…

	In the text
	· the reader gets to know…
· the reader is confronted with…
· the reader is told about

	The author 
	· says, states, points out that…
· claims, believes, thinks that…
· describes, explains, makes clear that…
· uses examples to confirm/prove that…
· analyses/comments on…
· tries to express…
· compares X to Y
· tries to convince the reader that…
· concludes that…



About the structure of the text:
· The text consists of…/is divided into…
· In the first paragraph, the author introduces…
· In the second part of the text/paragraph, the author describes…
· Another example can be found in paragraph…
· As a result…
· To sum up/to conclude…
· In the conclusion, the author sums up the main ideas…
III. Answer the following questions:
1. Why do so many people not know how the modern computer began? 
2. Why do you think the computer has changed more rapidly than anything else? 
3. What are the most popular operating systems? 
4. What are the advantages of Linux? 
5. What are the disadvantages of Linux? 
6. Name some problems which can be solved using computer simulation? 
 IV. Write down 10 key words of the text and translate them into Russian.
V. Make up your own CV using the basic structure and vocabulary.
Basic CV structure:
1. Personal information - личная информация
2. Objective- цель
3. Education -образование
4. Qualifications - дополнительная квалификация
5. Work experience - опыт работы
6. Personal qualities - личные качества
7. Special skills - специальные навыки
8. Awards - награды
9. Research experience - научная деятельность
10.  Publications -публикации
11. Memberships - членство в организациях
12. References – рекомендации
Vocabulary:
Marital status – семейное положение
Married - женат/замужем	
Single – холост
To obtain a position as - получить должность в качестве
To apply skills as - применить навыки в качестве
Bachelor’s degree of Science – степень бакалавра
Master’s degree of Science – степень магистра
Diploma in Engineering – диплом инженера
Building Engineer – инженер-строитель
Chief Engineer – главный инженер
HR Manager – менеджер по подбору персонала
Accountant – бухгалтер
Broad experience in – обширный опыт в
Strong skills - уверенные навыки	
Solid academic foundation of key concepts in - прочная теоретическая база в основных вопросах
Adaptable - способен быстро адаптироваться
Broadminded- с широкими взглядами, интересами
Competitive- конкурентоспособный
To fill a position - заполнить вакансию
To join the company - поступить на работу в компанию
Full-time employment - работа на полный рабочий день
Part-time employment - работа по совместительству
Work in the capacity of - работать в качестве	
Fluency in foreign languages - уровень владения иностранными языками
Native — родной язык
Fluent — свободно владеете
Working knowledge — можете читать и говорить, но не свободно
Basic knowledge — читаете со словарем
Knowledge of particular computer applications - уровень владения ПК, знание программ

СV
Laura Brown
Graphic Designer

	Adobe Creative Suite
Photoshop
In-Design
Illustrator
MAC CS4/CS5
Flash
3D animation
	A highly talented, driven and flexible graphic designer with a proven record of 
delivering creative and innovative design solutions. A proven ability of developing 
projects from inception through production to final delivery, ensuring that all work is 
effective, appropriate and delivered within agreed timescales. Able to work as part of a 
team with printers, copywriters, photographers, other designers, account executives, 
web developers and marketing specialists. 
Now looking for a suitable graphic designers position with a ambitious and high profile 
company.
WORK EXPERIENCE
Web Design Company – Coventry
GRAPHIC DESIGNER         June 2008 - Present

	PROFESSIONAL 
First Aid Qualified
German speaker
PERSONAL DETAILS
Laura Brown
34 Anywhere Road
Coventry
CV6 7RF
T: 02476 888 5544
M: 0887 222 9999
E: laura.b@dayjob.com
DOB: 12/09/1985
Driving license:  Yes
Nationality: British
PERSONAL SKILLS
Problem solving
Thinking creatively
Attention to detail
Communication skills
	Duties:
Managing, producing and designing projects from brief to fulfilment.
Designing & creating marketing & e-marketing materials on a range of projects.
  Ensuring consistency in a clients corporate and promotional brands.
Presenting finalised ideas & concepts to clients, colleagues and senior managers.
Answering queries from clients.
Creating original artwork for short and long term projects.
Involved in designing advertisements, brochures, handouts, flyers and online graphics.
Working with a range of media, including photography, to create final artwork.
Designing pitches and presentations for the sales teams.
Keeping up to date with new software, post-production techniques & industry trends.
Producing graphic content for site re-skins, page layouts, email designs, site graphics 
& static & Flash banners.
KEY SKILLS AND COMPETENCIES
Innovative, highly creative, good at thinking 'out of the box'.
  Keeping abreast of relevant new techniques in design software, media & photography.
Experience with catalogue, brochure and magazine design.
  Willingness and ability to work independently and as part of a team.
  Able to work under pressure, meet deadlines and multitask.
A knowledge of HTML and CSS.
Highly organised and able to prioritise own work schedule.
Able to work within brand and design guidelines.
Excellent graphical skills, creative flair and good colour sense.


	PERSONAL DETAILS
Laura Brown
34 Anywhere Road
Coventry
CV6 7RF
T: 02476 888 5544
M: 0887 222 9999
E: laura.b@dayjob.com
DOB: 12/09/1985
Driving license:  Yes
Nationality: British

	ACADEMIC QUALIFICATIONS
Graphic Design and Advertising Foundation Degree
Nuneaton University     2005 - 2008 
A levels: Maths (A) English (B) Technology (B) Science (C)
Coventry Central College     2003 - 2005
REFERENCES – Available on request.




























Вариант 2
I. Translate the 1st paragraph from English into Russian using the dictionary 
1. The First Computing Machines “Computers” 
Computers have been around for quite a few years. Some of your parents were probably around in 1951 when the first computer was bought by a business firm. Computers have changed so rapidly that many people cannot keep up with the changes. One newspaper tried to describe what the auto industry would look like if it had developed at a similar pace to changes in computer technology: 
“Had the automobile developed at a pace equal to that of the computer during the past twenty years, today a Rolls Royce would cost less than $3.00, get 3 million miles to the gallon, deliver enough power to drive (the ship) the Queen Elizabeth II, and six of them would fit on the head of a pin!” These changes have occurred so rapidly that many people do not know how our modern computer got started. 
Since ancient times, people have had ways of dealing with data and numbers. Early people tied knots in rope and carved marks on clay tablets to keep track of livestock and trade. Some people consider the 5000-year-old ABACUS - a frame with beads strung on wires - to be the first true computing aid. As the trade and tax system grew in complexity, people saw that faster, more reliable and accurate tools were needed for doing math and keeping records. In the mid-600’s, Blaise Pascal and his father, who was a tax officer himself, were working on taxes for the French government in Paris. The two spent hours figuring and refiguring taxes that each citizen owed. Young Blaise decided in 1642 to build an adding and subtraction machine that could assist in such a tedious and time-consuming process. The machine Blaise made had a set of eight gears that worked together in much the same way as an odometer keeps track of a car’s mileage. His machine encountered many problems. For one thing, it was always breaking down. Second, the machine was slow and extremely costly. And third, people were afraid to use the machine, thinking it might replace their jobs. Pascal later became famous for math and philosophy, but he is still remembered for his role in computer technology. In his honor, there is a computer language named Pascal. The next big step for computers arrived in the 1830s, when Charles Babbage decided to build a machine to help him complete and print mathematical tables. Babbage was a mathematician who taught at Cambridge University in England. He began planning his calculating machine, calling it the Analytical Engine. The idea for this machine was amazingly like the computer we know today. It was to read a program from punched cards, figure and store the answers to different problems, and print the answer on paper. Babbage died before he could complete the machine. However, because of his remarkable ideas and work, Babbage is known as the Father of Computers. The next huge step for computers came when Herman Hollerith entered a contest or- ganised by the U.S. Census Bureau. The contest was to see who could build a machine that would count and record information the fastest. Hollerith, a young man working for the Bureau, built a machine called the Tabulating Machine that read and sorted data from punched cards. The holes punched in the cards matched each person’s answers to questions. For example, married, single, and divorced were answers on the cards. The Tabulator read the punched cards as they passed over tiny brushes. Each time a brush found a hole, it completed an electrical circuit. This caused special counting dials to increase the data for that answer. Thanks to Hollerith’s machine, instead of taking seven and a half years to count the census information it only took three years, even with 13 million more people since the last census. 
2. The First Electric Powered Computer 
What is considered to be the first computer was made in 1944 by Harvard Professor Howard Aiken. The Mark I computer was very much like the design of Charles Babbage’s Analytical Engine, having mainly mechanical parts but with some electronic parts. His machine was designed to be programmed to do many computing jobs. This all-purpose machine is what we now know as the PC or personal computer. The Mark I was the first computer financed by IBM and was about 50 feet long and 8 feet tall. It used mechanical switches to open and close its electric circuits. It contained over 500 miles of wire and 750,000 parts. The first all electronic computer was the ENIAC (Electronic Numerical Integrator and Computer). ENIAC was a general purpose digital computer built in 1946 by J. Presper Eckert and John Mauchly. The ENIAC contained over 18,000 vacuum tubes (used instead of the mechanical switches of the Mark I) and was 1000 times faster than the Mark I. In twenty seconds, ENIAC could do a math problem that would have taken 40 hours for one person to finish. The ENIAC was built at the time of World War II and as its first job had to calculate the feasibility of a design for the hydrogen bomb. The ENIAC was 100 feet long and 10 feet tall. A more modern type of computer began with John von Neumann’s development of software written in binary code. It was von Neumann who began the practice of storing data and instructions in binary code and initiated the use of memory to store data, as well as programs. A computer called the EDVAC (Electronic Discrete Variable Computer) was built using binary code in 1950. Before the EDVAC, computers like the ENIAC could do only one task; then they had to be rewired to perform a different task or program. The EDVAC’s concept of storing different programs on punched cards instead of rewiring computers led to the computers that we know today. While the modern computer is far better and faster than the EDVAC of its time, computers of today would not have been possible without the knowledge and work of many great inventors and pioneers. 
3. A short tour of Linux history 
The Linux® kernel is the core of a large and complex operating system, and while it is huge, it is well organized in terms of subsystems and layers. In this article, you can explore the general structure of the Linux kernel and get to know its major subsystems and core interfaces. Where possible, you get links to other IBM articles to help you dig deeper. Given that the goal of this article is to introduce you to the Linux kernel and explore its architecture and major components, let’s start with a short tour of Linux kernel history, then look at the Linux kernel architecture from 30,000 feet, and, finally, examine its major subsystems. The Linux kernel is over six million lines of code, so this introduction is not exhaustive. Use the pointers to more content to dig in further. While Linux is arguably the most popular open source operating system, its history is actually quite short considering the timeline of operating systems. In the early days of computing, programmers developed on the bare hardware in the hardware’s language. The lack of an operating system meant that only one application (and one user) could use the large and expensive device at a time. Early operating systems were developed in the 1950s to provide a simpler development experience. Examples include the General Motors Operating System (GMOS) developed for the IBM 701 and the FORTRAN Monitor System (FMS) developed by North American Aviation for the IBM 709. 
In the 1960s, the Massachusetts Institute of Technology (MIT) and a host of companies developed an experimental operating system called Multics (or Multiplexed Information and Computing Service) for the GE-645. One of the developers of this operating system, AT&T, dropped out of Multics and developed their own operating system in 1970 called Unics. Along with this operating system was the C language, for which C was developed and then rewritten to make operating system development portable. Twenty years later, Andrew Tanenbaum created a microkernel version of UNIX®, called MINIX (for minimal UNIX), that ran on small personal computers. This open source operating system inspired Linus Torvalds’ initial development of Linux in the early 1990s Linux quickly evolved from a single-person project to a world-wide development project involving thousands of developers. One of the most important decisions for Linux was its adoption of the GNU General Public License (GPL). Under the GPL, the Linux kernel was protected from commercial exploitation, and it also benefited from the user-space development of the GNU project (of Richard Stallman, whose source dwarfs that of the Linux kernel). This allowed useful applications such as the GNU Compiler Collection (GCC) and various shell support. 
4. Computer simulation 
A computer simulation (also referred to as a computer model or a computational model) is a computer program, or network of computers, that attempts to simulate an abstract model of a particular system. Computer simulations have become a useful part of the mathematical modelling of many natural systems in physics (computational physics), chemistry and biology; human systems in economics, psychology, and social science, and in the process of engineering new technology, so as to gain insight into the operation of those systems or to observe their behaviour. Computer simulations vary from computer programs that run a few minutes, to network- -based groups of computers running for hours or ongoing simulations that run for days. The scale of events being simulated by computer simulations has far exceeded anything possible (or perhaps even imaginable) using the traditional paper-and-pencil mathematical modelling: over 10 years ago. A desert-battle simulation, of one force invading another, involved the modelling of 66,239 tanks, trucks and other vehicles on simulated terrain around Kuwait, using multiple supercomputers in the DoD High Performance Computer Modernization Program. Another simulation ran a 1-billion- -atom model, where previously, a 2.64-million-atom model of a ribosome, in 2005, had been considered a massive computer simulation. And the Blue Brain project at EPFL (Switzerland) began in May 2005 to create the first computer simulation of the entire human brain, right down to the molecular level. Traditionally, the formal modelling, or modelling, of systems has been via a mathematical model, which attempts to find analytical solutions to problems, which enables the prediction of the behaviour of the system from a set of parameters and initial conditions. While computer simulations might use some algorithms from purely mathematical models, computers can combine simulations with the reality of actual events, such as generating input responses to simulate test subjects who are no longer present. Although the missing test subjects (i.e. the users of equipment or systems) are being modelled/simulated, the whole process can be conducted with the actual equipment or system they use, revealing performance limits or defects in long-term use by the simulated users. Note that the term computer simulation is broader than computer modelling, which implies that all aspects are being modelled in the computer representation. However, computer simulation also includes generating inputs from simulated users to run actual computer software or equipment, with only part of the system being modelled: an example would be flight simulators which can run machines as well as actual flight software. Computer simulations are used in many fields, including science, technology, enter- tainment, and business planning and scheduling. 
5. Types of computer simulation 
Computer models can be classified according to several criteria including: 
· stochastic or deterministic (and as a special case of deterministic, chaotic) 
· steady-state or dynamic 
· continuous or discrete (and as an important special case of discrete, discrete event or DE models) local or distributed.
For example, steady-state models use equations defining the relationships between elements of the modelled system and attempt to find a state in which the system is in equilibrium. Such models are often used in simulating physical systems as a simpler modelling case before dynamic simulation is attempted. Dynamic simulations model changes in a system in response to (usually changing) input signals. Stochastic models use random number generators to model chance or random events; they are also called Monte Carlo simulations. A discrete event simulation (DES) manages events in time. Most computer, logic-test and fault-tree simulations are of this type. In this type of simulation, the simulator maintains a queue of events sorted by the simulated time in which they should occur. The simulator reads the queue and triggers new events as each event is processed. It is not important to execute the simulation in real time. It’s often more important to be able to access the data produced by the simulation, to discover logic defects in the design or the sequence of events. A continuous dy- namic simulation performs numerical solutions of differential-algebraic equations or differential equations (either partial or ordinary). Periodically, the simulation program solves all the equations, and uses the numbers to change the state and output of the simulation. Applications include flight simulators, simulation games, chemical process modelling, and simulations of electrical circuits. Originally, these kinds of simulations were actually implemented on analogue computers, where the differential equations could be represented directly by various electrical components such as op-amps. By the late 1980s, however, most “analogue” simulations were run on conventional digital computers that emulate the behaviour of an analogue computer. A special type of discrete simulation which does not rely on a model with an underlying equation, but can nonetheless be represented formally, is agent-based simulation. In agent-based simulation, the individual entities (such as molecules, cells, trees or consumers) in the model are represented directly (rather than by their density or concentration) and possess an internal state and set of behaviours or rules which determine how the agent’s state is updated from one time-step to the next. Distributed models run on a network of interconnected computers, possibly through the Internet. Simulations dispersed across multiple host computers like this are often referred to as “distributed simulations”. There are several standards for distributed simulation, including Aggregate Level Simulation Protocol (ALSP), Distributed Interactive Simulation (DIS), the High Level Architecture (HLA) and the Test and Training Enabling Architecture (TENA). 
II. Make the summary of the text. Use the following phrases:
	The text 


	· is about…
· deals with…
· presents…
· describes…

	In the text
	· the reader gets to know…
· the reader is confronted with…
· the reader is told about

	The author 
	· says, states, points out that…
· claims, believes, thinks that…
· describes, explains, makes clear that…
· uses examples to confirm/prove that…
· analyses/comments on…
· tries to express…
· compares X to Y
· tries to convince the reader that…
· concludes that…



About the structure of the text:
· The text consists of…/is divided into…
· In the first paragraph, the author introduces…
· In the second part of the text/paragraph, the author describes…
· Another example can be found in paragraph…
· As a result…
· To sum up/to conclude…
· In the conclusion, the author sums up the main ideas…
III. Answer the following questions:
1. Why do so many people not know how the modern computer began? 
2. Why do you think the computer has changed more rapidly than anything else? 
3. What are the most popular operating systems? 
4. What are the advantages of Linux? 
5. What are the disadvantages of Linux? 
6. Name some problems which can be solved using computer simulation? 
IV. Write down 10 key words of the text and translate them into Russian.
V. Make a formal letter using the basic structure and vocabulary.
Formal letter structure: 
1. Sender’s address – адрес отправителя
Пишется обычно в верхнем правом углу. Не исключено написание адреса и в верхнем левом углу. Последовательность написания адреса имеет большое значение. Сначала следует указать номер дома с названием улицы, через запятую номер квартиры. На следующей строке указывается город с почтовым индексом, на следующей строке — страна.
      For example:
          17 Hillside Road, Apt. 12
London W13HR
England
5 Nelson Street, Apt. 5
Chicago 19 200
USA
2. Date - дата
Указывается ниже, сразу после адреса. Точка после адреса не ставится. Существует несколько вариантов оформления:
21 December, 2017
December 21th, 2017
December 21, 2017
21th December, 2017
3. Inside address – адрес получателя
4. Salutation – обращение
К незнакомым людям применяются выражения:
(Dear) Sir, — (Уважаемый) Сэр/Господин
(Dear) Madam, — (Уважаемая) Госпожа/Мадам
Gentlemen, — Господа
К мало знакомым людям:
Dear Mr. Winter,-Уважаемый господин/мистер Винтер
Dear Miss Winter, — Уважаемая госпожа/ мисс Винтер (по отношению к не замужней женщине)
Dear Mrs. Winter — Уважаемая госпожа/ миссис Винтер (по отношению к замужней женщине)
5. Opening sentence – вступление
Это своего рода вводное предложение:
We are writing to enquire about — Настоящим просим сообщить о… Нас интересует информация о …
We are interesting in… and we would like to know… — Мы заинтересованы в … и хотели бы узнать…
6. Body of the letter- основной текст
Как правило, основной текст разбит на несколько абзацев. В первом абзаце следует указать цель или причины вашего письма.
We would like to point out that…- Мы хотели бы обратить ваше внимание на …
I’m writing to let you know that… -Я пишу, чтобы сообщить о …
We are able to confirm to you…- Мы можем подтвердить …
I am delighted to tell you that… -Мы с удовольствие сообщаем о …
We regret to inform you that… -К сожалению, мы вынуждены сообщить вам о…
Во втором абзаце можно указать уже детали и факты, соответствующие обсуждаемой ситуации. Можно задать интересующие вас вопросы или дать свою оценку обсуждаемому вопросу.
I am a little unsure about… -Я немного не уверен в …
I do not fully understand what… -Я не до конца понял…
Could you possibly explain…- Не могли бы вы объяснить…
I am afraid that … -Боюсь, что…
We would also like to inform you … -Мы так же хотели бы сообщить вам о…
Regarding your question about … -Относительно вашего вопроса о…
In answer to your question (enquiry) about …- В ответ на ваш вопрос о…
I also wonder if… -Меня также интересует…
В третьем абзаце можно написать пожелания, предложения, предполагаемые действия для сотрудничества в будущем.
Could you possibly…- Не могли бы вы…
I would be grateful if you could … -Я был бы признателен вам, если бы вы…
I would like to receive…- Я бы хотел получить…
Please could you send me…- Не могли бы вы выслать мне…
В четвертом абзаце нужно написать кульминационное предложение.
I would be delighted to …- Я был бы рад …
I would be happy to… — Я был бы счастлив…
I would be glad to… — Я был бы рад…
7. Closing sentence – заключение
Должно содержать благодарность за оказанное вам внимание и намерение продолжить переписку.
I look forward to … — Я с нетерпением жду,
hearing from you soon- когда смогу снова услышать вас
meeting you next Tuesday- встречи с вами в следующий Вторник
seeing you next Thursday -встречи с вами в Четверг
Please acknowledge receipt- Пожалуйста, подтвердите получение
Please do not hesitate\ feel free to contact us if you need any further information — Пожалуйста, без колебаний обращайтесь к нам для получения дополнительной информации
8. Complimentary close - Заключительная вежливая фраза
Для человека, которого вы знаете, используется фраза: Yours sincerely,
Для незнакомого человека: Yours faithfully, 
9. Signature – подпись отправителя
10.  Enclosure – приложение

Деловое письмо
Hotel de la Playa 
Avenida de la Playa 108 
SP-03080 Alicante 
Spain
October 23, 2021

Ms. Margaret Smith, Director of Tour Operations 
Sun and Fun Tours 
25 Hammersmith Road 
Harlow, Essex CM19 5AA 
England

Dear Ms. Smith,
RE: Delays in Completion of Construction at Hotel de la Playa
We have recently been informed by our contractor that he will not be able to meet his promised schedule for completion of the modernization of our hotel. We deeply regret this occurrence for both our guests' and your sake. We wish that there was something that could be done, but the causes of this unfortunate event are outside of our control. A combination of inclement weather and a strike have delayed completion of the repairs. Naturally, we will do our utmost to limit the impact of this work on our guests, and I can assure you that we will pressure the contractors to complete the work as soon as possible. Realistically, however, we cannot expect the work to be completed until the end of January.
As both our interests are to ensure that our guests enjoy their vacation, I would appreciate it if you could contact me so that we can coordinate our efforts to achieve this goal.
Sincerely,
Miguel Fuentes
Miguel Fuentes, Manager

















Вариант 3
I. Translate the 4th paragraph from English into Russian using the dictionary 
1. The First Computing Machines “Computers” 
Computers have been around for quite a few years. Some of your parents were probably around in 1951 when the first computer was bought by a business firm. Computers have changed so rapidly that many people cannot keep up with the changes. One newspaper tried to describe what the auto industry would look like if it had developed at a similar pace to changes in computer technology: 
“Had the automobile developed at a pace equal to that of the computer during the past twenty years, today a Rolls Royce would cost less than $3.00, get 3 million miles to the gallon, deliver enough power to drive (the ship) the Queen Elizabeth II, and six of them would fit on the head of a pin!” These changes have occurred so rapidly that many people do not know how our modern computer got started. 
Since ancient times, people have had ways of dealing with data and numbers. Early people tied knots in rope and carved marks on clay tablets to keep track of livestock and trade. Some people consider the 5000-year-old ABACUS - a frame with beads strung on wires - to be the first true computing aid. As the trade and tax system grew in complexity, people saw that faster, more reliable and accurate tools were needed for doing math and keeping records. In the mid-600’s, Blaise Pascal and his father, who was a tax officer himself, were working on taxes for the French government in Paris. The two spent hours figuring and refiguring taxes that each citizen owed. Young Blaise decided in 1642 to build an adding and subtraction machine that could assist in such a tedious and time-consuming process. The machine Blaise made had a set of eight gears that worked together in much the same way as an odometer keeps track of a car’s mileage. His machine encountered many problems. For one thing, it was always breaking down. Second, the machine was slow and extremely costly. And third, people were afraid to use the machine, thinking it might replace their jobs. Pascal later became famous for math and philosophy, but he is still remembered for his role in computer technology. In his honor, there is a computer language named Pascal. The next big step for computers arrived in the 1830s, when Charles Babbage decided to build a machine to help him complete and print mathematical tables. Babbage was a mathematician who taught at Cambridge University in England. He began planning his calculating machine, calling it the Analytical Engine. The idea for this machine was amazingly like the computer we know today. It was to read a program from punched cards, figure and store the answers to different problems, and print the answer on paper. Babbage died before he could complete the machine. However, because of his remarkable ideas and work, Babbage is known as the Father of Computers. The next huge step for computers came when Herman Hollerith entered a contest or- ganised by the U.S. Census Bureau. The contest was to see who could build a machine that would count and record information the fastest. Hollerith, a young man working for the Bureau, built a machine called the Tabulating Machine that read and sorted data from punched cards. The holes punched in the cards matched each person’s answers to questions. For example, married, single, and divorced were answers on the cards. The Tabulator read the punched cards as they passed over tiny brushes. Each time a brush found a hole, it completed an electrical circuit. This caused special counting dials to increase the data for that answer. Thanks to Hollerith’s machine, instead of taking seven and a half years to count the census information it only took three years, even with 13 million more people since the last census. 
2. The First Electric Powered Computer 
What is considered to be the first computer was made in 1944 by Harvard Professor Howard Aiken. The Mark I computer was very much like the design of Charles Babbage’s Analytical Engine, having mainly mechanical parts but with some electronic parts. His machine was designed to be programmed to do many computing jobs. This all-purpose machine is what we now know as the PC or personal computer. The Mark I was the first computer financed by IBM and was about 50 feet long and 8 feet tall. It used mechanical switches to open and close its electric circuits. It contained over 500 miles of wire and 750,000 parts. The first all electronic computer was the ENIAC (Electronic Numerical Integrator and Computer). ENIAC was a general purpose digital computer built in 1946 by J. Presper Eckert and John Mauchly. The ENIAC contained over 18,000 vacuum tubes (used instead of the mechanical switches of the Mark I) and was 1000 times faster than the Mark I. In twenty seconds, ENIAC could do a math problem that would have taken 40 hours for one person to finish. The ENIAC was built at the time of World War II and as its first job had to calculate the feasibility of a design for the hydrogen bomb. The ENIAC was 100 feet long and 10 feet tall. A more modern type of computer began with John von Neumann’s development of software written in binary code. It was von Neumann who began the practice of storing data and instructions in binary code and initiated the use of memory to store data, as well as programs. A computer called the EDVAC (Electronic Discrete Variable Computer) was built using binary code in 1950. Before the EDVAC, computers like the ENIAC could do only one task; then they had to be rewired to perform a different task or program. The EDVAC’s concept of storing different programs on punched cards instead of rewiring computers led to the computers that we know today. While the modern computer is far better and faster than the EDVAC of its time, computers of today would not have been possible without the knowledge and work of many great inventors and pioneers. 
3. A short tour of Linux history 
The Linux® kernel is the core of a large and complex operating system, and while it is huge, it is well organized in terms of subsystems and layers. In this article, you can explore the general structure of the Linux kernel and get to know its major subsystems and core interfaces. Where possible, you get links to other IBM articles to help you dig deeper. Given that the goal of this article is to introduce you to the Linux kernel and explore its architecture and major components, let’s start with a short tour of Linux kernel history, then look at the Linux kernel architecture from 30,000 feet, and, finally, examine its major subsystems. The Linux kernel is over six million lines of code, so this introduction is not exhaustive. Use the pointers to more content to dig in further. While Linux is arguably the most popular open source operating system, its history is actually quite short considering the timeline of operating systems. In the early days of computing, programmers developed on the bare hardware in the hardware’s language. The lack of an operating system meant that only one application (and one user) could use the large and expensive device at a time. Early operating systems were developed in the 1950s to provide a simpler development experience. Examples include the General Motors Operating System (GMOS) developed for the IBM 701 and the FORTRAN Monitor System (FMS) developed by North American Aviation for the IBM 709. 
In the 1960s, the Massachusetts Institute of Technology (MIT) and a host of companies developed an experimental operating system called Multics (or Multiplexed Information and Computing Service) for the GE-645. One of the developers of this operating system, AT&T, dropped out of Multics and developed their own operating system in 1970 called Unics. Along with this operating system was the C language, for which C was developed and then rewritten to make operating system development portable. Twenty years later, Andrew Tanenbaum created a microkernel version of UNIX®, called MINIX (for minimal UNIX), that ran on small personal computers. This open source operating system inspired Linus Torvalds’ initial development of Linux in the early 1990s Linux quickly evolved from a single-person project to a world-wide development project involving thousands of developers. One of the most important decisions for Linux was its adoption of the GNU General Public License (GPL). Under the GPL, the Linux kernel was protected from commercial exploitation, and it also benefited from the user-space development of the GNU project (of Richard Stallman, whose source dwarfs that of the Linux kernel). This allowed useful applications such as the GNU Compiler Collection (GCC) and various shell support. 
4. Computer simulation 
A computer simulation (also referred to as a computer model or a computational model) is a computer program, or network of computers, that attempts to simulate an abstract model of a particular system. Computer simulations have become a useful part of the mathematical modelling of many natural systems in physics (computational physics), chemistry and biology; human systems in economics, psychology, and social science, and in the process of engineering new technology, so as to gain insight into the operation of those systems or to observe their behaviour. Computer simulations vary from computer programs that run a few minutes, to network- -based groups of computers running for hours or ongoing simulations that run for days. The scale of events being simulated by computer simulations has far exceeded anything possible (or perhaps even imaginable) using the traditional paper-and-pencil mathematical modelling: over 10 years ago. A desert-battle simulation, of one force invading another, involved the modelling of 66,239 tanks, trucks and other vehicles on simulated terrain around Kuwait, using multiple supercomputers in the DoD High Performance Computer Modernization Program. Another simulation ran a 1-billion- -atom model, where previously, a 2.64-million-atom model of a ribosome, in 2005, had been considered a massive computer simulation. And the Blue Brain project at EPFL (Switzerland) began in May 2005 to create the first computer simulation of the entire human brain, right down to the molecular level. Traditionally, the formal modelling, or modelling, of systems has been via a mathematical model, which attempts to find analytical solutions to problems, which enables the prediction of the behaviour of the system from a set of parameters and initial conditions. While computer simulations might use some algorithms from purely mathematical models, computers can combine simulations with the reality of actual events, such as generating input responses to simulate test subjects who are no longer present. Although the missing test subjects (i.e. the users of equipment or systems) are being modelled/simulated, the whole process can be conducted with the actual equipment or system they use, revealing performance limits or defects in long-term use by the simulated users. Note that the term computer simulation is broader than computer modelling, which implies that all aspects are being modelled in the computer representation. However, computer simulation also includes generating inputs from simulated users to run actual computer software or equipment, with only part of the system being modelled: an example would be flight simulators which can run machines as well as actual flight software. Computer simulations are used in many fields, including science, technology, enter- tainment, and business planning and scheduling. 
5. Types of computer simulation 
Computer models can be classified according to several criteria including: 
· stochastic or deterministic (and as a special case of deterministic, chaotic) 
· steady-state or dynamic 
· continuous or discrete (and as an important special case of discrete, discrete event or DE models) local or distributed.
For example, steady-state models use equations defining the relationships between elements of the modelled system and attempt to find a state in which the system is in equilibrium. Such models are often used in simulating physical systems as a simpler modelling case before dynamic simulation is attempted. Dynamic simulations model changes in a system in response to (usually changing) input signals. Stochastic models use random number generators to model chance or random events; they are also called Monte Carlo simulations. A discrete event simulation (DES) manages events in time. Most computer, logic-test and fault-tree simulations are of this type. In this type of simulation, the simulator maintains a queue of events sorted by the simulated time in which they should occur. The simulator reads the queue and triggers new events as each event is processed. It is not important to execute the simulation in real time. It’s often more important to be able to access the data produced by the simulation, to discover logic defects in the design or the sequence of events. A continuous dy- namic simulation performs numerical solutions of differential-algebraic equations or differential equations (either partial or ordinary). Periodically, the simulation program solves all the equations, and uses the numbers to change the state and output of the simulation. Applications include flight simulators, simulation games, chemical process modelling, and simulations of electrical circuits. Originally, these kinds of simulations were actually implemented on analogue computers, where the differential equations could be represented directly by various electrical components such as op-amps. By the late 1980s, however, most “analogue” simulations were run on conventional digital computers that emulate the behaviour of an analogue computer. A special type of discrete simulation which does not rely on a model with an underlying equation, but can nonetheless be represented formally, is agent-based simulation. In agent-based simulation, the individual entities (such as molecules, cells, trees or consumers) in the model are represented directly (rather than by their density or concentration) and possess an internal state and set of behaviours or rules which determine how the agent’s state is updated from one time-step to the next. Distributed models run on a network of interconnected computers, possibly through the Internet. Simulations dispersed across multiple host computers like this are often referred to as “distributed simulations”. There are several standards for distributed simulation, including Aggregate Level Simulation Protocol (ALSP), Distributed Interactive Simulation (DIS), the High Level Architecture (HLA) and the Test and Training Enabling Architecture (TENA). 
II. Make the summary of the text. Use the following phrases:
	The text 


	· is about…
· deals with…
· presents…
· describes…

	In the text
	· the reader gets to know…
· the reader is confronted with…
· the reader is told about

	The author 
	· says, states, points out that…
· claims, believes, thinks that…
· describes, explains, makes clear that…
· uses examples to confirm/prove that…
· analyses/comments on…
· tries to express…
· compares X to Y
· tries to convince the reader that…
· concludes that…



About the structure of the text:
· The text consists of…/is divided into…
· In the first paragraph, the author introduces…
· In the second part of the text/paragraph, the author describes…
· Another example can be found in paragraph…
· As a result…
· To sum up/to conclude…
· In the conclusion, the author sums up the main ideas…
III. Answer the following questions:
1. Why do so many people not know how the modern computer began? 
2. Why do you think the computer has changed more rapidly than anything else? 
3. What are the most popular operating systems? 
4. What are the advantages of Linux? 
5. What are the disadvantages of Linux? 
6. Name some problems which can be solved using computer simulation? 
IV. Write down 10 key words of the text and translate them into Russian.
V. Make up your own CV using the basic structure and vocabulary.
Basic CV structure:
1. Personal information - личная информация
2. Objective- цель
3. Education -образование
4. Qualifications - дополнительная квалификация
5. Work experience - опыт работы
6. Personal qualities - личные качества
7. Special skills - специальные навыки
8. Awards - награды
9. Research experience - научная деятельность
10.  Publications -публикации
11. Memberships - членство в организациях
12. References – рекомендации
Vocabulary:
Marital status – семейное положение
Married - женат/замужем	
Single – холост
To obtain a position as - получить должность в качестве
To apply skills as - применить навыки в качестве
Bachelor’s degree of Science – степень бакалавра
Master’s degree of Science – степень магистра
Diploma in Engineering – диплом инженера
Building Engineer – инженер-строитель
Chief Engineer – главный инженер
HR Manager – менеджер по подбору персонала
Accountant – бухгалтер
Broad experience in – обширный опыт в
Strong skills - уверенные навыки	
Solid academic foundation of key concepts in - прочная теоретическая база в основных вопросах
Adaptable - способен быстро адаптироваться
Broadminded- с широкими взглядами, интересами
Competitive- конкурентоспособный
To fill a position - заполнить вакансию
To join the company - поступить на работу в компанию
Full-time employment - работа на полный рабочий день
Part-time employment - работа по совместительству
Work in the capacity of - работать в качестве	
Fluency in foreign languages - уровень владения иностранными языками
Native — родной язык
Fluent — свободно владеете
Working knowledge — можете читать и говорить, но не свободно
Basic knowledge — читаете со словарем
Knowledge of particular computer applications - уровень владения ПК, знание программ

СV
Laura Brown
Graphic Designer

	Adobe Creative Suite
Photoshop
In-Design
Illustrator
MAC CS4/CS5
Flash
3D animation
	A highly talented, driven and flexible graphic designer with a proven record of 
delivering creative and innovative design solutions. A proven ability of developing 
projects from inception through production to final delivery, ensuring that all work is 
effective, appropriate and delivered within agreed timescales. Able to work as part of a 
team with printers, copywriters, photographers, other designers, account executives, 
web developers and marketing specialists. 
Now looking for a suitable graphic designers position with a ambitious and high profile 
company.
WORK EXPERIENCE
Web Design Company – Coventry
GRAPHIC DESIGNER         June 2008 - Present

	PROFESSIONAL 
First Aid Qualified
German speaker
PERSONAL DETAILS
Laura Brown
34 Anywhere Road
Coventry
CV6 7RF
T: 02476 888 5544
M: 0887 222 9999
E: laura.b@dayjob.com
DOB: 12/09/1985
Driving license:  Yes
Nationality: British
PERSONAL SKILLS
Problem solving
Thinking creatively
Attention to detail
Communication skills
	Duties:
Managing, producing and designing projects from brief to fulfilment.
Designing & creating marketing & e-marketing materials on a range of projects.
  Ensuring consistency in a clients corporate and promotional brands.
Presenting finalised ideas & concepts to clients, colleagues and senior managers.
Answering queries from clients.
Creating original artwork for short and long term projects.
Involved in designing advertisements, brochures, handouts, flyers and online graphics.
Working with a range of media, including photography, to create final artwork.
Designing pitches and presentations for the sales teams.
Keeping up to date with new software, post-production techniques & industry trends.
Producing graphic content for site re-skins, page layouts, email designs, site graphics 
& static & Flash banners.
KEY SKILLS AND COMPETENCIES
Innovative, highly creative, good at thinking 'out of the box'.
  Keeping abreast of relevant new techniques in design software, media & photography.
Experience with catalogue, brochure and magazine design.
  Willingness and ability to work independently and as part of a team.
  Able to work under pressure, meet deadlines and multitask.
A knowledge of HTML and CSS.
Highly organised and able to prioritise own work schedule.
Able to work within brand and design guidelines.
Excellent graphical skills, creative flair and good colour sense.


	PERSONAL DETAILS
Laura Brown
34 Anywhere Road
Coventry
CV6 7RF
T: 02476 888 5544
M: 0887 222 9999
E: laura.b@dayjob.com
DOB: 12/09/1985
Driving license:  Yes
Nationality: British

	ACADEMIC QUALIFICATIONS
Graphic Design and Advertising Foundation Degree
Nuneaton University     2005 - 2008 
A levels: Maths (A) English (B) Technology (B) Science (C)
Coventry Central College     2003 - 2005
REFERENCES – Available on request.


















Вариант 4
I. Translate the 3rd paragraph from English into Russian using the dictionary 
1. The First Computing Machines “Computers” 
Computers have been around for quite a few years. Some of your parents were probably around in 1951 when the first computer was bought by a business firm. Computers have changed so rapidly that many people cannot keep up with the changes. One newspaper tried to describe what the auto industry would look like if it had developed at a similar pace to changes in computer technology: 
“Had the automobile developed at a pace equal to that of the computer during the past twenty years, today a Rolls Royce would cost less than $3.00, get 3 million miles to the gallon, deliver enough power to drive (the ship) the Queen Elizabeth II, and six of them would fit on the head of a pin!” These changes have occurred so rapidly that many people do not know how our modern computer got started. 
Since ancient times, people have had ways of dealing with data and numbers. Early people tied knots in rope and carved marks on clay tablets to keep track of livestock and trade. Some people consider the 5000-year-old ABACUS - a frame with beads strung on wires - to be the first true computing aid. As the trade and tax system grew in complexity, people saw that faster, more reliable and accurate tools were needed for doing math and keeping records. In the mid-600’s, Blaise Pascal and his father, who was a tax officer himself, were working on taxes for the French government in Paris. The two spent hours figuring and refiguring taxes that each citizen owed. Young Blaise decided in 1642 to build an adding and subtraction machine that could assist in such a tedious and time-consuming process. The machine Blaise made had a set of eight gears that worked together in much the same way as an odometer keeps track of a car’s mileage. His machine encountered many problems. For one thing, it was always breaking down. Second, the machine was slow and extremely costly. And third, people were afraid to use the machine, thinking it might replace their jobs. Pascal later became famous for math and philosophy, but he is still remembered for his role in computer technology. In his honor, there is a computer language named Pascal. The next big step for computers arrived in the 1830s, when Charles Babbage decided to build a machine to help him complete and print mathematical tables. Babbage was a mathematician who taught at Cambridge University in England. He began planning his calculating machine, calling it the Analytical Engine. The idea for this machine was amazingly like the computer we know today. It was to read a program from punched cards, figure and store the answers to different problems, and print the answer on paper. Babbage died before he could complete the machine. However, because of his remarkable ideas and work, Babbage is known as the Father of Computers. The next huge step for computers came when Herman Hollerith entered a contest or- ganised by the U.S. Census Bureau. The contest was to see who could build a machine that would count and record information the fastest. Hollerith, a young man working for the Bureau, built a machine called the Tabulating Machine that read and sorted data from punched cards. The holes punched in the cards matched each person’s answers to questions. For example, married, single, and divorced were answers on the cards. The Tabulator read the punched cards as they passed over tiny brushes. Each time a brush found a hole, it completed an electrical circuit. This caused special counting dials to increase the data for that answer. Thanks to Hollerith’s machine, instead of taking seven and a half years to count the census information it only took three years, even with 13 million more people since the last census. 
2. The First Electric Powered Computer 
What is considered to be the first computer was made in 1944 by Harvard Professor Howard Aiken. The Mark I computer was very much like the design of Charles Babbage’s Analytical Engine, having mainly mechanical parts but with some electronic parts. His machine was designed to be programmed to do many computing jobs. This all-purpose machine is what we now know as the PC or personal computer. The Mark I was the first computer financed by IBM and was about 50 feet long and 8 feet tall. It used mechanical switches to open and close its electric circuits. It contained over 500 miles of wire and 750,000 parts. The first all electronic computer was the ENIAC (Electronic Numerical Integrator and Computer). ENIAC was a general purpose digital computer built in 1946 by J. Presper Eckert and John Mauchly. The ENIAC contained over 18,000 vacuum tubes (used instead of the mechanical switches of the Mark I) and was 1000 times faster than the Mark I. In twenty seconds, ENIAC could do a math problem that would have taken 40 hours for one person to finish. The ENIAC was built at the time of World War II and as its first job had to calculate the feasibility of a design for the hydrogen bomb. The ENIAC was 100 feet long and 10 feet tall. A more modern type of computer began with John von Neumann’s development of software written in binary code. It was von Neumann who began the practice of storing data and instructions in binary code and initiated the use of memory to store data, as well as programs. A computer called the EDVAC (Electronic Discrete Variable Computer) was built using binary code in 1950. Before the EDVAC, computers like the ENIAC could do only one task; then they had to be rewired to perform a different task or program. The EDVAC’s concept of storing different programs on punched cards instead of rewiring computers led to the computers that we know today. While the modern computer is far better and faster than the EDVAC of its time, computers of today would not have been possible without the knowledge and work of many great inventors and pioneers. 
3. A short tour of Linux history 
The Linux® kernel is the core of a large and complex operating system, and while it is huge, it is well organized in terms of subsystems and layers. In this article, you can explore the general structure of the Linux kernel and get to know its major subsystems and core interfaces. Where possible, you get links to other IBM articles to help you dig deeper. Given that the goal of this article is to introduce you to the Linux kernel and explore its architecture and major components, let’s start with a short tour of Linux kernel history, then look at the Linux kernel architecture from 30,000 feet, and, finally, examine its major subsystems. The Linux kernel is over six million lines of code, so this introduction is not exhaustive. Use the pointers to more content to dig in further. While Linux is arguably the most popular open source operating system, its history is actually quite short considering the timeline of operating systems. In the early days of computing, programmers developed on the bare hardware in the hardware’s language. The lack of an operating system meant that only one application (and one user) could use the large and expensive device at a time. Early operating systems were developed in the 1950s to provide a simpler development experience. Examples include the General Motors Operating System (GMOS) developed for the IBM 701 and the FORTRAN Monitor System (FMS) developed by North American Aviation for the IBM 709. 
In the 1960s, the Massachusetts Institute of Technology (MIT) and a host of companies developed an experimental operating system called Multics (or Multiplexed Information and Computing Service) for the GE-645. One of the developers of this operating system, AT&T, dropped out of Multics and developed their own operating system in 1970 called Unics. Along with this operating system was the C language, for which C was developed and then rewritten to make operating system development portable. Twenty years later, Andrew Tanenbaum created a microkernel version of UNIX®, called MINIX (for minimal UNIX), that ran on small personal computers. This open source operating system inspired Linus Torvalds’ initial development of Linux in the early 1990s Linux quickly evolved from a single-person project to a world-wide development project involving thousands of developers. One of the most important decisions for Linux was its adoption of the GNU General Public License (GPL). Under the GPL, the Linux kernel was protected from commercial exploitation, and it also benefited from the user-space development of the GNU project (of Richard Stallman, whose source dwarfs that of the Linux kernel). This allowed useful applications such as the GNU Compiler Collection (GCC) and various shell support. 
4. Computer simulation 
A computer simulation (also referred to as a computer model or a computational model) is a computer program, or network of computers, that attempts to simulate an abstract model of a particular system. Computer simulations have become a useful part of the mathematical modelling of many natural systems in physics (computational physics), chemistry and biology; human systems in economics, psychology, and social science, and in the process of engineering new technology, so as to gain insight into the operation of those systems or to observe their behaviour. Computer simulations vary from computer programs that run a few minutes, to network- -based groups of computers running for hours or ongoing simulations that run for days. The scale of events being simulated by computer simulations has far exceeded anything possible (or perhaps even imaginable) using the traditional paper-and-pencil mathematical modelling: over 10 years ago. A desert-battle simulation, of one force invading another, involved the modelling of 66,239 tanks, trucks and other vehicles on simulated terrain around Kuwait, using multiple supercomputers in the DoD High Performance Computer Modernization Program. Another simulation ran a 1-billion- -atom model, where previously, a 2.64-million-atom model of a ribosome, in 2005, had been considered a massive computer simulation. And the Blue Brain project at EPFL (Switzerland) began in May 2005 to create the first computer simulation of the entire human brain, right down to the molecular level. Traditionally, the formal modelling, or modelling, of systems has been via a mathematical model, which attempts to find analytical solutions to problems, which enables the prediction of the behaviour of the system from a set of parameters and initial conditions. While computer simulations might use some algorithms from purely mathematical models, computers can combine simulations with the reality of actual events, such as generating input responses to simulate test subjects who are no longer present. Although the missing test subjects (i.e. the users of equipment or systems) are being modelled/simulated, the whole process can be conducted with the actual equipment or system they use, revealing performance limits or defects in long-term use by the simulated users. Note that the term computer simulation is broader than computer modelling, which implies that all aspects are being modelled in the computer representation. However, computer simulation also includes generating inputs from simulated users to run actual computer software or equipment, with only part of the system being modelled: an example would be flight simulators which can run machines as well as actual flight software. Computer simulations are used in many fields, including science, technology, enter- tainment, and business planning and scheduling. 
5. Types of computer simulation 
Computer models can be classified according to several criteria including: 
· stochastic or deterministic (and as a special case of deterministic, chaotic) 
· steady-state or dynamic 
· continuous or discrete (and as an important special case of discrete, discrete event or DE models) local or distributed.
For example, steady-state models use equations defining the relationships between elements of the modelled system and attempt to find a state in which the system is in equilibrium. Such models are often used in simulating physical systems as a simpler modelling case before dynamic simulation is attempted. Dynamic simulations model changes in a system in response to (usually changing) input signals. Stochastic models use random number generators to model chance or random events; they are also called Monte Carlo simulations. A discrete event simulation (DES) manages events in time. Most computer, logic-test and fault-tree simulations are of this type. In this type of simulation, the simulator maintains a queue of events sorted by the simulated time in which they should occur. The simulator reads the queue and triggers new events as each event is processed. It is not important to execute the simulation in real time. It’s often more important to be able to access the data produced by the simulation, to discover logic defects in the design or the sequence of events. A continuous dy- namic simulation performs numerical solutions of differential-algebraic equations or differential equations (either partial or ordinary). Periodically, the simulation program solves all the equations, and uses the numbers to change the state and output of the simulation. Applications include flight simulators, simulation games, chemical process modelling, and simulations of electrical circuits. Originally, these kinds of simulations were actually implemented on analogue computers, where the differential equations could be represented directly by various electrical components such as op-amps. By the late 1980s, however, most “analogue” simulations were run on conventional digital computers that emulate the behaviour of an analogue computer. A special type of discrete simulation which does not rely on a model with an underlying equation, but can nonetheless be represented formally, is agent-based simulation. In agent-based simulation, the individual entities (such as molecules, cells, trees or consumers) in the model are represented directly (rather than by their density or concentration) and possess an internal state and set of behaviours or rules which determine how the agent’s state is updated from one time-step to the next. Distributed models run on a network of interconnected computers, possibly through the Internet. Simulations dispersed across multiple host computers like this are often referred to as “distributed simulations”. There are several standards for distributed simulation, including Aggregate Level Simulation Protocol (ALSP), Distributed Interactive Simulation (DIS), the High Level Architecture (HLA) and the Test and Training Enabling Architecture (TENA). 
II. Make the summary of the text. Use the following phrases:
	The text 


	· is about…
· deals with…
· presents…
· describes…

	In the text
	· the reader gets to know…
· the reader is confronted with…
· the reader is told about

	The author 
	· says, states, points out that…
· claims, believes, thinks that…
· describes, explains, makes clear that…
· uses examples to confirm/prove that…
· analyses/comments on…
· tries to express…
· compares X to Y
· tries to convince the reader that…
· concludes that…



About the structure of the text:
· The text consists of…/is divided into…
· In the first paragraph, the author introduces…
· In the second part of the text/paragraph, the author describes…
· Another example can be found in paragraph…
· As a result…
· To sum up/to conclude…
· In the conclusion, the author sums up the main ideas…
III. Answer the following questions:
1. Why do so many people not know how the modern computer began? 
2. Why do you think the computer has changed more rapidly than anything else? 
3. What are the most popular operating systems? 
4. What are the advantages of Linux? 
5. What are the disadvantages of Linux? 
6. Name some problems which can be solved using computer simulation? 
IV. Write down 10 key words of the text and translate them into Russian.
V. Make a formal letter using the basic structure and vocabulary.
Formal letter structure: 
1. Sender’s address – адрес отправителя
Пишется обычно в верхнем правом углу. Не исключено написание адреса и в верхнем левом углу. Последовательность написания адреса имеет большое значение. Сначала следует указать номер дома с названием улицы, через запятую номер квартиры. На следующей строке указывается город с почтовым индексом, на следующей строке — страна.
      For example:
          17 Hillside Road, Apt. 12
London W13HR
England
5 Nelson Street, Apt. 5
Chicago 19 200
USA
2. Date - дата
Указывается ниже, сразу после адреса. Точка после адреса не ставится. Существует несколько вариантов оформления:
21 December, 2017
December 21th, 2017
December 21, 2017
21th December, 2017
3. Inside address – адрес получателя
4. Salutation – обращение
К незнакомым людям применяются выражения:
(Dear) Sir, — (Уважаемый) Сэр/Господин
(Dear) Madam, — (Уважаемая) Госпожа/Мадам
Gentlemen, — Господа
К мало знакомым людям:
Dear Mr. Winter,-Уважаемый господин/мистер Винтер
Dear Miss Winter, — Уважаемая госпожа/ мисс Винтер (по отношению к не замужней женщине)
Dear Mrs. Winter — Уважаемая госпожа/ миссис Винтер (по отношению к замужней женщине)
5. Opening sentence – вступление
Это своего рода вводное предложение:
We are writing to enquire about — Настоящим просим сообщить о… Нас интересует информация о …
We are interesting in… and we would like to know… — Мы заинтересованы в … и хотели бы узнать…
6. Body of the letter- основной текст
Как правило, основной текст разбит на несколько абзацев. В первом абзаце следует указать цель или причины вашего письма.
We would like to point out that…- Мы хотели бы обратить ваше внимание на …
I’m writing to let you know that… -Я пишу, чтобы сообщить о …
We are able to confirm to you…- Мы можем подтвердить …
I am delighted to tell you that… -Мы с удовольствие сообщаем о …
We regret to inform you that… -К сожалению, мы вынуждены сообщить вам о…
Во втором абзаце можно указать уже детали и факты, соответствующие обсуждаемой ситуации. Можно задать интересующие вас вопросы или дать свою оценку обсуждаемому вопросу.
I am a little unsure about… -Я немного не уверен в …
I do not fully understand what… -Я не до конца понял…
Could you possibly explain…- Не могли бы вы объяснить…
I am afraid that … -Боюсь, что…
We would also like to inform you … -Мы так же хотели бы сообщить вам о…
Regarding your question about … -Относительно вашего вопроса о…
In answer to your question (enquiry) about …- В ответ на ваш вопрос о…
I also wonder if… -Меня также интересует…
В третьем абзаце можно написать пожелания, предложения, предполагаемые действия для сотрудничества в будущем.
Could you possibly…- Не могли бы вы…
I would be grateful if you could … -Я был бы признателен вам, если бы вы…
I would like to receive…- Я бы хотел получить…
Please could you send me…- Не могли бы вы выслать мне…
В четвертом абзаце нужно написать кульминационное предложение.
I would be delighted to …- Я был бы рад …
I would be happy to… — Я был бы счастлив…
I would be glad to… — Я был бы рад…
7. Closing sentence – заключение
Должно содержать благодарность за оказанное вам внимание и намерение продолжить переписку.
I look forward to … — Я с нетерпением жду,
hearing from you soon- когда смогу снова услышать вас
meeting you next Tuesday- встречи с вами в следующий Вторник
seeing you next Thursday -встречи с вами в Четверг
Please acknowledge receipt- Пожалуйста, подтвердите получение
Please do not hesitate\ feel free to contact us if you need any further information — Пожалуйста, без колебаний обращайтесь к нам для получения дополнительной информации
8. Complimentary close - Заключительная вежливая фраза
Для человека, которого вы знаете, используется фраза: Yours sincerely,
Для незнакомого человека: Yours faithfully, 
9. Signature – подпись отправителя
10.  Enclosure – приложение

Деловое письмо
Hotel de la Playa 
Avenida de la Playa 108 
SP-03080 Alicante 
Spain
October 23, 20017

Ms. Margaret Smith, Director of Tour Operations 
Sun and Fun Tours 
25 Hammersmith Road 
Harlow, Essex CM19 5AA 
England

Dear Ms. Smith,
RE: Delays in Completion of Construction at Hotel de la Playa
We have recently been informed by our contractor that he will not be able to meet his promised schedule for completion of the modernization of our hotel. We deeply regret this occurrence for both our guests' and your sake. We wish that there was something that could be done, but the causes of this unfortunate event are outside of our control. A combination of inclement weather and a strike have delayed completion of the repairs. Naturally, we will do our utmost to limit the impact of this work on our guests, and I can assure you that we will pressure the contractors to complete the work as soon as possible. Realistically, however, we cannot expect the work to be completed until the end of January.
As both our interests are to ensure that our guests enjoy their vacation, I would appreciate it if you could contact me so that we can coordinate our efforts to achieve this goal.
Sincerely,
Miguel Fuentes
Miguel Fuentes, Manager
















Вариант 5
I. Translate the 5th paragraph from English into Russian using the dictionary 
1. The First Computing Machines “Computers” 
Computers have been around for quite a few years. Some of your parents were probably around in 1951 when the first computer was bought by a business firm. Computers have changed so rapidly that many people cannot keep up with the changes. One newspaper tried to describe what the auto industry would look like if it had developed at a similar pace to changes in computer technology: 
“Had the automobile developed at a pace equal to that of the computer during the past twenty years, today a Rolls Royce would cost less than $3.00, get 3 million miles to the gallon, deliver enough power to drive (the ship) the Queen Elizabeth II, and six of them would fit on the head of a pin!” These changes have occurred so rapidly that many people do not know how our modern computer got started. 
Since ancient times, people have had ways of dealing with data and numbers. Early people tied knots in rope and carved marks on clay tablets to keep track of livestock and trade. Some people consider the 5000-year-old ABACUS - a frame with beads strung on wires - to be the first true computing aid. As the trade and tax system grew in complexity, people saw that faster, more reliable and accurate tools were needed for doing math and keeping records. In the mid-600’s, Blaise Pascal and his father, who was a tax officer himself, were working on taxes for the French government in Paris. The two spent hours figuring and refiguring taxes that each citizen owed. Young Blaise decided in 1642 to build an adding and subtraction machine that could assist in such a tedious and time-consuming process. The machine Blaise made had a set of eight gears that worked together in much the same way as an odometer keeps track of a car’s mileage. His machine encountered many problems. For one thing, it was always breaking down. Second, the machine was slow and extremely costly. And third, people were afraid to use the machine, thinking it might replace their jobs. Pascal later became famous for math and philosophy, but he is still remembered for his role in computer technology. In his honor, there is a computer language named Pascal. The next big step for computers arrived in the 1830s, when Charles Babbage decided to build a machine to help him complete and print mathematical tables. Babbage was a mathematician who taught at Cambridge University in England. He began planning his calculating machine, calling it the Analytical Engine. The idea for this machine was amazingly like the computer we know today. It was to read a program from punched cards, figure and store the answers to different problems, and print the answer on paper. Babbage died before he could complete the machine. However, because of his remarkable ideas and work, Babbage is known as the Father of Computers. The next huge step for computers came when Herman Hollerith entered a contest or- ganised by the U.S. Census Bureau. The contest was to see who could build a machine that would count and record information the fastest. Hollerith, a young man working for the Bureau, built a machine called the Tabulating Machine that read and sorted data from punched cards. The holes punched in the cards matched each person’s answers to questions. For example, married, single, and divorced were answers on the cards. The Tabulator read the punched cards as they passed over tiny brushes. Each time a brush found a hole, it completed an electrical circuit. This caused special counting dials to increase the data for that answer. Thanks to Hollerith’s machine, instead of taking seven and a half years to count the census information it only took three years, even with 13 million more people since the last census. 
2. The First Electric Powered Computer 
What is considered to be the first computer was made in 1944 by Harvard Professor Howard Aiken. The Mark I computer was very much like the design of Charles Babbage’s Analytical Engine, having mainly mechanical parts but with some electronic parts. His machine was designed to be programmed to do many computing jobs. This all-purpose machine is what we now know as the PC or personal computer. The Mark I was the first computer financed by IBM and was about 50 feet long and 8 feet tall. It used mechanical switches to open and close its electric circuits. It contained over 500 miles of wire and 750,000 parts. The first all electronic computer was the ENIAC (Electronic Numerical Integrator and Computer). ENIAC was a general purpose digital computer built in 1946 by J. Presper Eckert and John Mauchly. The ENIAC contained over 18,000 vacuum tubes (used instead of the mechanical switches of the Mark I) and was 1000 times faster than the Mark I. In twenty seconds, ENIAC could do a math problem that would have taken 40 hours for one person to finish. The ENIAC was built at the time of World War II and as its first job had to calculate the feasibility of a design for the hydrogen bomb. The ENIAC was 100 feet long and 10 feet tall. A more modern type of computer began with John von Neumann’s development of software written in binary code. It was von Neumann who began the practice of storing data and instructions in binary code and initiated the use of memory to store data, as well as programs. A computer called the EDVAC (Electronic Discrete Variable Computer) was built using binary code in 1950. Before the EDVAC, computers like the ENIAC could do only one task; then they had to be rewired to perform a different task or program. The EDVAC’s concept of storing different programs on punched cards instead of rewiring computers led to the computers that we know today. While the modern computer is far better and faster than the EDVAC of its time, computers of today would not have been possible without the knowledge and work of many great inventors and pioneers. 
3. A short tour of Linux history 
The Linux® kernel is the core of a large and complex operating system, and while it is huge, it is well organized in terms of subsystems and layers. In this article, you can explore the general structure of the Linux kernel and get to know its major subsystems and core interfaces. Where possible, you get links to other IBM articles to help you dig deeper. Given that the goal of this article is to introduce you to the Linux kernel and explore its architecture and major components, let’s start with a short tour of Linux kernel history, then look at the Linux kernel architecture from 30,000 feet, and, finally, examine its major subsystems. The Linux kernel is over six million lines of code, so this introduction is not exhaustive. Use the pointers to more content to dig in further. While Linux is arguably the most popular open source operating system, its history is actually quite short considering the timeline of operating systems. In the early days of computing, programmers developed on the bare hardware in the hardware’s language. The lack of an operating system meant that only one application (and one user) could use the large and expensive device at a time. Early operating systems were developed in the 1950s to provide a simpler development experience. Examples include the General Motors Operating System (GMOS) developed for the IBM 701 and the FORTRAN Monitor System (FMS) developed by North American Aviation for the IBM 709. 
In the 1960s, the Massachusetts Institute of Technology (MIT) and a host of companies developed an experimental operating system called Multics (or Multiplexed Information and Computing Service) for the GE-645. One of the developers of this operating system, AT&T, dropped out of Multics and developed their own operating system in 1970 called Unics. Along with this operating system was the C language, for which C was developed and then rewritten to make operating system development portable. Twenty years later, Andrew Tanenbaum created a microkernel version of UNIX®, called MINIX (for minimal UNIX), that ran on small personal computers. This open source operating system inspired Linus Torvalds’ initial development of Linux in the early 1990s Linux quickly evolved from a single-person project to a world-wide development project involving thousands of developers. One of the most important decisions for Linux was its adoption of the GNU General Public License (GPL). Under the GPL, the Linux kernel was protected from commercial exploitation, and it also benefited from the user-space development of the GNU project (of Richard Stallman, whose source dwarfs that of the Linux kernel). This allowed useful applications such as the GNU Compiler Collection (GCC) and various shell support. 
4. Computer simulation 
A computer simulation (also referred to as a computer model or a computational model) is a computer program, or network of computers, that attempts to simulate an abstract model of a particular system. Computer simulations have become a useful part of the mathematical modelling of many natural systems in physics (computational physics), chemistry and biology; human systems in economics, psychology, and social science, and in the process of engineering new technology, so as to gain insight into the operation of those systems or to observe their behaviour. Computer simulations vary from computer programs that run a few minutes, to network- -based groups of computers running for hours or ongoing simulations that run for days. The scale of events being simulated by computer simulations has far exceeded anything possible (or perhaps even imaginable) using the traditional paper-and-pencil mathematical modelling: over 10 years ago. A desert-battle simulation, of one force invading another, involved the modelling of 66,239 tanks, trucks and other vehicles on simulated terrain around Kuwait, using multiple supercomputers in the DoD High Performance Computer Modernization Program. Another simulation ran a 1-billion- -atom model, where previously, a 2.64-million-atom model of a ribosome, in 2005, had been considered a massive computer simulation. And the Blue Brain project at EPFL (Switzerland) began in May 2005 to create the first computer simulation of the entire human brain, right down to the molecular level. Traditionally, the formal modelling, or modelling, of systems has been via a mathematical model, which attempts to find analytical solutions to problems, which enables the prediction of the behaviour of the system from a set of parameters and initial conditions. While computer simulations might use some algorithms from purely mathematical models, computers can combine simulations with the reality of actual events, such as generating input responses to simulate test subjects who are no longer present. Although the missing test subjects (i.e. the users of equipment or systems) are being modelled/simulated, the whole process can be conducted with the actual equipment or system they use, revealing performance limits or defects in long-term use by the simulated users. Note that the term computer simulation is broader than computer modelling, which implies that all aspects are being modelled in the computer representation. However, computer simulation also includes generating inputs from simulated users to run actual computer software or equipment, with only part of the system being modelled: an example would be flight simulators which can run machines as well as actual flight software. Computer simulations are used in many fields, including science, technology, enter- tainment, and business planning and scheduling. 
5. Types of computer simulation 
Computer models can be classified according to several criteria including: 
· stochastic or deterministic (and as a special case of deterministic, chaotic) 
· steady-state or dynamic 
· continuous or discrete (and as an important special case of discrete, discrete event or DE models) local or distributed.
For example, steady-state models use equations defining the relationships between elements of the modelled system and attempt to find a state in which the system is in equilibrium. Such models are often used in simulating physical systems as a simpler modelling case before dynamic simulation is attempted. Dynamic simulations model changes in a system in response to (usually changing) input signals. Stochastic models use random number generators to model chance or random events; they are also called Monte Carlo simulations. A discrete event simulation (DES) manages events in time. Most computer, logic-test and fault-tree simulations are of this type. In this type of simulation, the simulator maintains a queue of events sorted by the simulated time in which they should occur. The simulator reads the queue and triggers new events as each event is processed. It is not important to execute the simulation in real time. It’s often more important to be able to access the data produced by the simulation, to discover logic defects in the design or the sequence of events. A continuous dy- namic simulation performs numerical solutions of differential-algebraic equations or differential equations (either partial or ordinary). Periodically, the simulation program solves all the equations, and uses the numbers to change the state and output of the simulation. Applications include flight simulators, simulation games, chemical process modelling, and simulations of electrical circuits. Originally, these kinds of simulations were actually implemented on analogue computers, where the differential equations could be represented directly by various electrical components such as op-amps. By the late 1980s, however, most “analogue” simulations were run on conventional digital computers that emulate the behaviour of an analogue computer. A special type of discrete simulation which does not rely on a model with an underlying equation, but can nonetheless be represented formally, is agent-based simulation. In agent-based simulation, the individual entities (such as molecules, cells, trees or consumers) in the model are represented directly (rather than by their density or concentration) and possess an internal state and set of behaviours or rules which determine how the agent’s state is updated from one time-step to the next. Distributed models run on a network of interconnected computers, possibly through the Internet. Simulations dispersed across multiple host computers like this are often referred to as “distributed simulations”. There are several standards for distributed simulation, including Aggregate Level Simulation Protocol (ALSP), Distributed Interactive Simulation (DIS), the High Level Architecture (HLA) and the Test and Training Enabling Architecture (TENA). 
II. Make the summary of the text. Use the following phrases:
	The text 


	· is about…
· deals with…
· presents…
· describes…

	In the text
	· the reader gets to know…
· the reader is confronted with…
· the reader is told about

	The author 
	· says, states, points out that…
· claims, believes, thinks that…
· describes, explains, makes clear that…
· uses examples to confirm/prove that…
· analyses/comments on…
· tries to express…
· compares X to Y
· tries to convince the reader that…
· concludes that…



About the structure of the text:
· The text consists of…/is divided into…
· In the first paragraph, the author introduces…
· In the second part of the text/paragraph, the author describes…
· Another example can be found in paragraph…
· As a result…
· To sum up/to conclude…
· In the conclusion, the author sums up the main ideas…
III. Answer the following questions:
1. Why do so many people not know how the modern computer began? 
2. Why do you think the computer has changed more rapidly than anything else? 
3. What are the most popular operating systems? 
4. What are the advantages of Linux? 
5. What are the disadvantages of Linux? 
6. Name some problems which can be solved using computer simulation? 
IV. Write down 10 key words of the text and translate them into Russian.
V. Make up your own CV using the basic structure and vocabulary.
Basic CV structure:
1. Personal information - личная информация
2. Objective- цель
3. Education -образование
4. Qualifications - дополнительная квалификация
5. Work experience - опыт работы
6. Personal qualities - личные качества
7. Special skills - специальные навыки
8. Awards - награды
9. Research experience - научная деятельность
10.  Publications -публикации
11. Memberships - членство в организациях
12. References – рекомендации
Vocabulary:
Marital status – семейное положение
Married - женат/замужем	
Single – холост
To obtain a position as - получить должность в качестве
To apply skills as - применить навыки в качестве
Bachelor’s degree of Science – степень бакалавра
Master’s degree of Science – степень магистра
Diploma in Engineering – диплом инженера
Building Engineer – инженер-строитель
Chief Engineer – главный инженер
HR Manager – менеджер по подбору персонала
Accountant – бухгалтер
Broad experience in – обширный опыт в
Strong skills - уверенные навыки	
Solid academic foundation of key concepts in - прочная теоретическая база в основных вопросах
Adaptable - способен быстро адаптироваться
Broadminded- с широкими взглядами, интересами
Competitive- конкурентоспособный
To fill a position - заполнить вакансию
To join the company - поступить на работу в компанию
Full-time employment - работа на полный рабочий день
Part-time employment - работа по совместительству
Work in the capacity of - работать в качестве	
Fluency in foreign languages - уровень владения иностранными языками
Native — родной язык
Fluent — свободно владеете
Working knowledge — можете читать и говорить, но не свободно
Basic knowledge — читаете со словарем
Knowledge of particular computer applications - уровень владения ПК, знание программ

СV
Laura Brown
Graphic Designer

	Adobe Creative Suite
Photoshop
In-Design
Illustrator
MAC CS4/CS5
Flash
3D animation
	A highly talented, driven and flexible graphic designer with a proven record of 
delivering creative and innovative design solutions. A proven ability of developing 
projects from inception through production to final delivery, ensuring that all work is 
effective, appropriate and delivered within agreed timescales. Able to work as part of a 
team with printers, copywriters, photographers, other designers, account executives, 
web developers and marketing specialists. 
Now looking for a suitable graphic designers position with a ambitious and high profile 
company.
WORK EXPERIENCE
Web Design Company – Coventry
GRAPHIC DESIGNER         June 2008 - Present

	PROFESSIONAL 
First Aid Qualified
German speaker
PERSONAL DETAILS
Laura Brown
34 Anywhere Road
Coventry
CV6 7RF
T: 02476 888 5544
M: 0887 222 9999
E: laura.b@dayjob.com
DOB: 12/09/1985
Driving license:  Yes
Nationality: British
PERSONAL SKILLS
Problem solving
Thinking creatively
Attention to detail
Communication skills
	Duties:
Managing, producing and designing projects from brief to fulfilment.
Designing & creating marketing & e-marketing materials on a range of projects.
  Ensuring consistency in a clients corporate and promotional brands.
Presenting finalised ideas & concepts to clients, colleagues and senior managers.
Answering queries from clients.
Creating original artwork for short and long term projects.
Involved in designing advertisements, brochures, handouts, flyers and online graphics.
Working with a range of media, including photography, to create final artwork.
Designing pitches and presentations for the sales teams.
Keeping up to date with new software, post-production techniques & industry trends.
Producing graphic content for site re-skins, page layouts, email designs, site graphics 
& static & Flash banners.
KEY SKILLS AND COMPETENCIES
Innovative, highly creative, good at thinking 'out of the box'.
  Keeping abreast of relevant new techniques in design software, media & photography.
Experience with catalogue, brochure and magazine design.
  Willingness and ability to work independently and as part of a team.
  Able to work under pressure, meet deadlines and multitask.
A knowledge of HTML and CSS.
Highly organised and able to prioritise own work schedule.
Able to work within brand and design guidelines.
Excellent graphical skills, creative flair and good colour sense.


	PERSONAL DETAILS
Laura Brown
34 Anywhere Road
Coventry
CV6 7RF
T: 02476 888 5544
M: 0887 222 9999
E: laura.b@dayjob.com
DOB: 12/09/1985
Driving license:  Yes
Nationality: British

	ACADEMIC QUALIFICATIONS
Graphic Design and Advertising Foundation Degree
Nuneaton University     2005 - 2008 
A levels: Maths (A) English (B) Technology (B) Science (C)
Coventry Central College     2003 - 2005
REFERENCES – Available on request.
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